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Reminders and Updates
- Welcome back from fall break! Unfortunately we’re back to work…


- HW 5 due today


- HW 6 due date extended to Monday, Nov 17 

- The rest of the homeworks have been similarly adjusted to be due the 
following Monday from their original Wednesday due dates


- Labs start again this week


- Midterms will be passed back in this week’s Lab



Reminders and Updates
- Don’t forget to sign up for final project groups by Friday, Nov 7!! 

- If you want us to match you to a group: Link


- If you want to be in a specific group: Link

https://forms.gle/Y6fsPKWQF2Deuwc97
https://forms.gle/FScFpJxyHT4kqJJaA


Final Project Datasets



Final Project Proposal
- Template is on 1017 Courseworks


- Descriptions of each section are 
italicized gray and should be 
deleted before submitting


- For the proposal, you need to 
complete the introduction section 
except for the prediction analysis 

- Due next week Friday, Nov 14



Lecture Outline
- Review of last lecture (p-values)


- AB Testing



P-Value Review



Probability
- Let’s say we have an array 


a = [1, 2, 2, 3, 4, 7, 8, 9, 10, 11]


- If we randomly sample an element from a:


- What is the probability of getting 1?


- What is the probability of getting less than or equal to 5?
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Number of 1s in a
Total number of elements in a

=
1

10

Number of elements ≤ 5 in a
Total number of elements in a

=
5
10

=
1
2



Probability
- Let’s say we have 100 values


- If we randomly sample an 
element:


- What is the probability of 
getting a value less than 10?


- What is the probability of 
getting a value less than 40?
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Definition of the P-Value
P-value: Observed significance level


5% - statistically significant


1% highly statistically significant


The P-value is the chance under the null hypothesis that the test statistic 
is equal to the value that was observed in the data or is even further in 
the direction of the alternative



The P-Value as an Area

P-value is the area of the tail of 
the empirical distribution


Red dot: observed statistic


Yellow area: tail probability (p-
value)


If your threshold (1% / 5%) is 
beyond the observed value in 
the direction of the alternative, 
you can reject the null 
hypothesis



Hypothesis Testing Review
Two Categories (e.g. percent of flowers that are purple)

• Test Statistic (1): observed_proportion

• Test Statistic (2): abs(observed_proportion - null_proportion) 
• Simulate with: sample_proportions(n, null_dist) 

 Multiple Categories (e.g. ethnicity distribution of jury panel)

• Test Statistic: tvd(observed_distribution, null_distribution) 
• Simulate with: sample_proportions(n, null_distribution) 

 Numerical Data (e.g. scores in a lab section)

• Test Statistic: observed_mean 
• Simulate with: population_data.sample(n, with_replacement=False)



A/B Testing



Scenario: Baby weights and Maternal Smoking
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Is there a relation between maternal 
smoking and baby weight?



Scenario: Baby weights and Maternal Smoking

Is there a relation between maternal 
smoking and baby weight?



A/B Testing
- Used when we want to compare two random samples with one another 

(from Group A and Group B)


- Examples: 


- Outcomes in a medical trial (treatment / control group)


- Outcomes of two different versions of a website


- Underlying question:


- Do the two sets of values come from the same underlying distribution?



A/B Testing

- Testing whether Group A and Group B have the same underlying 
distribution or not


- Null Hypothesis: The distributions of [test statistic] from both groups are 
the same 


- Any differences we observe are due to chance


- Alternative Hypothesis: The distributions are different


- If the distributions look different, it supports the alternative hypothesis



A/B Testing Example: Birth Weight
- Going back to our example:


- Group A: Mothers who 
smoked during pregnancy


- Group B: Mothers who didn’t 
smoke during pregnancy

Question: Can the difference in birth weight be due to chance alone?



A/B Testing Example: Birth Weight

- Null Hypothesis: In the population, the distribution of birth weights of babies 
from both groups are the same.


- That is, the difference we observe in the sample is due to chance


- Alternative: Babies of mothers who smoke weigh less, on average, than 
babies of non-smokers


- Test statistic: Difference between average weights


- Difference = (Group B average) - (Group A average)

Question: Can the difference in birth weight be due to chance alone?



A/B Testing Example: Birth Weight

- Null Hypothesis: In the population, the distribution of birth weights of babies 
from both groups are the same.


- That is, the difference we observe in the sample is due to chance


- Alternative: Babies of mothers who smoke weigh less, on average, than 
babies of non-smokers


- Test statistic: Difference between average weights


- Difference = (Group B average) - (Group A average)

Question: Can the difference in birth weight be due to chance alone?



A/B Testing Example: Birth Weight

- Null Hypothesis: In the population, the distribution of birth weights of babies 
from both groups are the same.


- That is, the difference we observe in the sample is due to chance


- Alternative: Babies of mothers who smoke weigh less, on average, than 
babies of non-smokers


- Test statistic: Difference between average weights


- Difference = (Group B average) - (Group A average)

Question: Can the difference in birth weight be due to chance alone?



A/B Testing Example: Birth Weight

- Null Hypothesis: In the population, the distribution of birth weights of babies 
from both groups are the same.


- That is, the difference we observe in the sample is due to chance


- Alternative: Babies of mothers who smoke weigh less, on average, than 
babies of non-smokers


- Test statistic: Difference between average weights


- Difference = (Group B average) - (Group A average)

Question: Can the difference in birth weight be due to chance alone?



A/B Testing Example: Birth Weight

- Null Hypothesis: In the population, the distribution of birth weights of babies 
from both groups are the same.


- That is, the difference we observe in the sample is due to chance


- Alternative: Babies of mothers who smoke weigh less, on average, than 
babies of non-smokers


- Test statistic: Difference between average weights


- Difference = (Group B average) - (Group A average)

Question: Can the difference in birth weight be due to chance alone?



A/B Testing Example: Birth Weight

- Null Hypothesis: In the population, the distribution of birth weights of babies 
from both groups are the same.


- That is, the difference we observe in the sample is due to chance


- Alternative: Babies of mothers who smoke weigh less, on average, than 
babies of non-smokers


- Test statistic: Difference between average weights


- Difference in averages = (Group B average) - (Group A average)

Question: Can the difference in birth weight be due to chance alone?



How to simulate differences between 2 groups?

120 oz 113 oz

Smoker

128 oz

Smoker

108 oz
…Non-SmokerNon-Smoker

Null Hypothesis: the distribution of birth weights of babies from both groups are the same. 



Shuffling Labels Under the Null

120 oz

Non-Smoker

113 oz

Non-Smoker

128 oz

Smoker

108 oz
…Smoker

Null Hypothesis: the distribution of birth weights of babies from both groups are the same. 



Simulating Under the Null
- If the null hypothesis is true, all rearrangement of labels are equally likely


- Permutation Test:


- Shuffle all group labels


- Keep the sizes of Group A and Group B same as before, but mix 
which weights fall into Group A and Group B


- Find the difference between the average of two shuffled groups


- Repeat



Shuffling with Random Permutation
- tbl.sample() 

- Table with same number of rows as original tbl, picked randomly with replacement


- tbl.sample(n) 

- Table of n rows picked randomly with replacement


- tbl.sample(n, with_replacement = False) 

- Table of n rows picked randomly without replacement


- tbl.sample(with_replacement = False) 

- All rows of tbl, in random order



Birth Weight Notebook Demo



A/B Testing Process

1. Write a function that 
calculates the test static 
for one simulation 
 
 

2. Repeat that process in a 
for loop many times


3. Plot the distribution and 
compare to our observed 
value



Birth Weight Conclusion
A p-value of 0.0 supports the 
alternative hypothesis


- Babies from smoking mothers 
weigh significantly less than 
babies from non-smoking mothers


Question:


Can we say that smoking causes 
lower birth rates? (Causation)
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Observational Data vs Randomized Control Experiment

- Question: Can we say that smoking causes lower birth rates? (Causation)


- In data science, the gold standard for determining causation is a randomized 
control experiment


- Group A: control group


- Group B: treatment group


- Participants are randomly assigned to the groups 

- For observational data (e.g., our Maternal Smoking example) we can claim 
association but not causation



Estimation



Estimation
- We computed the mean birth weight in the previous example from 

“sample” data


- This is just an estimate since it was based on the sample


- If you have the entire population, you can calculate a parameter directly


- If you don’t have the entire population:


- Take a random sample from the population


- Use a statistic as an estimate of the parameter



Quantifying Uncertainty
- Our estimate depends on the sample we collected. How different would 

the estimate be if the sample were different?


- In theory, we could collect a different sample and check how similar the 
statistic we calculated is


- What if we can’t go back and collect more samples?



The Bootstrap Method
- A technique for simulating repeated random sampling


- Suppose we have a large random sample from the population


- By the Law of Large Averages, it probably resembles the population 
from which it’s drawn


- We can replicate sampling from the population by sampling from the 
sample



The Bootstrap Method
- To generate another sample:


- Treat the original sample as if it were the populatoion


- Draw at random with replacement the same number of times as the 
original sample size


- The distribution we get from the bootstrap is the empirical distribution of 
the original sample



The Bootstrap

Population Sample

Resamples

?
We don’t know the 

entire population and 
thus can’t calculate 

the parameter directly
However, we can take 

a single sample…
…and generate lots 

of resamples



The Bootstrap Method

- Bootstrap principle: Bootstrap sample  real-world sample


- Not always true, but reasonable for large enough samples

≈



Next time

• Confidence Intervals


